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The Mission of the Institute for Scientific

Computing Research

The Institute for Scientific Computing Research (ISCR) at
Lawrence Livermore National Laboratory is jointly admin-
istered by the University Relations Program (URP) and the
Center for Applied Scientific Computing (CASC), and this
joint relationship expresses its mission. An extensively
externally networked ISCR cost-effectively expands the
level and scope of national computational science exper-
tise available to the Laboratory, while streamlining the
administrative burden that is unavoidable when bridging
the Laboratory's internal computational research environ-
ment with that of the academic community.

As large-scale simulations on the parallel platforms of
DOE's Accelerated Strategic Computing Initiative (ASCI)
become increasingly important to the overall mission of
LLNL, the role of the ISCR expands in importance, as well.

Relying primarily on nonpermanent staffing, the ISCR
complements Laboratory research in areas of the com-
puter and information sciences needed at the frontier of
Laboratory missions. The ISCR works with CASC in being
the “eyes and ears” of the Laboratory in the computer and
information sciences, that is, in keeping the Laboratory
aware of and connected to important advances. It also
attempts to be “feet and hands” for the Laboratory by car-
rying those advances into the Laboratory and incorporat-
ing them into practice.

The ISCR has begun to and will increasingly provide con-
tinuing education opportunities for Laboratory person-
nel, in the form of on-site workshops taught by outside
experts on novel software or hardware technologies.

The ISCR also seeks to influence the research com-
munity external to the Laboratory to pursue Laboratory-
related interests, and to train the workforce that will be
required by the Laboratory. Part of the performance of
this function is interpreting to the external community
appropriate (unclassified) aspects of the Laboratory's
own contributions to the computer and information
sciences — contributions that its unique mission and
unique resources give it a unique opportunity and
responsibility to make.

Of the three principal means of packaging scientific
ideas for transfer — people, papers, and software —
experience suggests that the most effective means is
people. The programs of the ISCR are, therefore,
people-intensive.

Finally, the ISCR, together with CASC, confers an orga-
nizational identity on the burgeoning computer and
information sciences research activity at LLNL, and
serves as a point of contact within the Laboratory for
computer and information scientists from outside.
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Large-scale scientific computation, and all of the disci-
plines that support it and help to validate it, have been
placed at the focus of Lawrence Livermore National
Laboratory by the Accelerated Strategic Computing
Initiative (ASCI). The Laboratory operates the computer
with the highest peak performance in the world and has
undertaken some of the largest and most compute-
intensive simulations ever performed. Computers at the
architectural extremes, however, are notoriously difficult to
use efficiently. Even such successes as the Laboratory's two
Bell Prizes awarded in November 1999 only emphasize the
need for much better ways of interacting with the results of
large-scale simulations.

Advances in scientific computing research have, therefore,
never been more vital to the core missions of the
Laboratory than at present. Computational science is
evolving so rapidly along every one of its research fronts
that to remain on the leading edge, the Laboratory must
engage researchers at many academic centers of excel-
lence. In FY 1999, the Institute for Scientific Computing
Research (ISCR) has expanded the Laboratory's bridge to
the academic community in the form of collaborative sub-
contracts, visiting faculty, student internships, a workshop,
and a very active seminar series.

ISCR research participants are integrated almost seam-
lessly with the Laboratory's Center for Applied Scientific
Computing (CASC), which, in turn, addresses computa-
tional challenges arising throughout the Laboratory.
Administratively, the ISCR flourishes under the
Laboratory's University Relations Program (URP).
Together with the other four Institutes of the URP, it must
navigate a course that allows the Laboratory to benefit
from academic exchanges while preserving national secu-
rity. Although FY 1999 brought more than its share of
challenges to the operation of an academic-like research
enterprise within the context of a national security labo-
ratory, the results declare the challenges well met and
well worth the continued effort.

A change of administration for the ISCR occurred during
FY 1999. Acting Director John Fitzgerald retired from LLNL
in August after 35 years of service, including the last two at
helm of the ISCR. David Keyes, who has been a regular visi-
tor in conjunction with ASCI scalable algorithms research
since October 1997, overlapped with John for three months
and serves half-time as the new Acting Director.
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The pages of this report summarize the activities of the
faculty members, post-doctoral researchers, students,
and guests from industry and other laboratories who par-
ticipated in LLNL's computational mission under the
auspices of the ISCR during FY 1999.

Altogether, the ISCR hosted 215 visits from 167 different
visitors, who gave a total of 80 seminars on site. The vast
majority of the visitors were from academia, with 14%
from industry and 8% from other laboratories. Visitors
from outside of the United States comprised 7% of the
total. The histogram on the previous page shows visitors
and seminars as a function of the month of the fiscal year.
It displays year-round activity, with higher than average
on-site collaborations in the summer.

Most of the material of this annual report comes directly
from the visitors and principal investigators of the projects
being reported, who selected formats convenient for their
purposes. We thank Alane Alchorn and Dan Moore for col-
lecting over a hundred separate pieces of text that make
up this report and producing an easily navigated and visu-
ally pleasing document.

We hope that you enjoy examining this report on the ISCR's
diverse activities in FY 1999. For further information about
the Institute, please contact us at the address below.

Inquiries regarding the ways in which you might enhance
the ISCR Programs in FY 2000 or beyond are welcome.

David E. Keyes

Acting Director, ISCR

925/ 422-1325

dekeyes@lInl.gov
http://www.llnl.gov/casc/people/keyes

Jill Dunaway

Administrator, ISCR

925/ 422-7132

dunaway4@lInl.gov
http://www.llnl.gov/casc/people/dunaway

Institute for Scientific Computing Research

Lawrence Livermore National Laboratory
P. O. Box 808, L-561
Livermore, CA 94551

http://www.llnl.gov/casc/iscr
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FY 1999 Seminar Series (in reverse chronological order)

David O'Hallaron, Carnegie Mellon University

Linda Petzold, University of California, Santa Barbara
Jarmo Rantakokko, University of California, San Diego
Gundolf Haase, Johannes Kepler University, Linz
Ulrich Langer, Johannes Kepler University, Linz
Balakrishna Iyer, IBM Santa Theresa Labs

Ioana Banicescu, Mississippi State University

Valerio Pascucci, University of Texas, Austin

Howard Elman, University of Maryland

Joerg Meyer, University of California, Davis

Gerik Scheuermann, University of California, Davis
Petra Stapf, Daimler Chrysler AG

Andreas Stathopoulos, College of William and Mary
Gerard Meurant, Commissariat a I'énergie atomique
Fernando Reitich, University of Minnesota

Krister Ahlander, Uppsala University

Raytcho Lazarov, Texas A&M University

Calton Pu, Oregon Graduate Institute

Robert Haimes, Massachusetts Institute of Technology
Alexander Schweitzer, Universitaet Bonn

Robert Grossman, University of Illinois at Chicago
Donald Schwendeman, Rensselaer Polytechnic Institute
Jonathan Shewchuk, University of California, Berkeley
Gene Golub, Stanford University

Michael Minion, University of North Carolina

Pieter Hemker, Centrum voor Wiskunde en Informatica
Paul Barton, Massachusetts Institute of Technology
Ethan Miller, University of Maryland, Baltimore County
Chaitanya Baru, University of California, San Diego
Barton Miller, University of Wisconsin

David Muraki, New York University

Craig Douglas, University of Kentucky

Ivan Yotov, University of Pittsburgh

Luc Vincent, Xerox Corporation

Matthew O'Keefe, University of Minnesota

Dennis Gannon, NASA Ames and Indiana University
Alan Heirich, Compaq Tandem Laboratories

Marsha Berger, New York University

Robert Haimes, Massachusetts Institute of Technology
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September 17, 1999
September 13, 1999
September 10, 1999
September 7, 1999
September 7, 1999
September 3, 1999
August 26, 1999
August 25, 1999
August 24, 1999
August 20, 1999
August 20, 1999
August 17, 1999
July 29, 1999

July 26, 1999

July 23, 1999

July 16, 1999

July 12, 1999

July 9, 1999

July 7, 1999

June 18, 1999
June 15, 1999
June 14, 1999
June 9, 1999

May 27, 1999

May 26, 1999

May 24, 1999

May 20, 1999

May 18, 1999

May 14, 1999

May 10, 1999

May 7, 1999

May 4, 1999

May 3, 1999

April 29, 1999
April 28, 1999
April 27, 1999
April 20, 1999
April 14, 1999
April 1, 1999



Larry Snyder, University of Washington

Mei-Ling Liu, California Polytechnic State University
Peter Beckman, Los Alamos National Laboratory

Dinesh Manocha, University of North Carolina, Chapel Hill
Robert Lowrie, Los Alamos National Laboratory

Beth Wingate, Los Alamos National Laboratory

Andrea Malagoli, University of Chicago

Andy Wathen, Oxford University

Dimitri Mavriplis, NASA Langley Research Center
Anders Petersson, Chalmers University of Technology
Ronald DeVore, University of South Carolina

Paul Hovland, Argonne National Laboratory

James Bramble, Texas A&M University

Cheryl Fillekes, Doyle Bouzaid Sailmakers, New Zealand
Petri Fast, New York University

Yelena Yesha, University of Maryland and NASA Goddard
Lou Kondic, Duke University

Richard Ewing, Texas A&M University

Calvin Ribbens, Virginia Polytechnic Institute and State University
Joseph Pasciak, Texas A&M University

Hanan Samet, University of Maryland

ISCR Fiscal Year 1999 in Review

March 25, 1999
March 22, 1999
March 17, 1999
March 16, 1999
March 5, 1999
March 4, 1999
March 4, 1999
March 3, 1999
February 25, 1999
February 23, 1999
February 19, 1999
February 10, 1999
February 9, 1999
February 8, 1999
February 1, 1999
January 28, 1999
January 25, 1999
January 14, 1999
January 12, 1999
January 11, 1999
January 8, 1999

December 18, 1998
December 15, 1998
December 11, 1998
December 10, 1998
November 24, 1998

Samuel Uselton, MR] Technology Solutions

Heinz-Otto Kreiss, University of California, Los Angeles
Alex Pothen, Old Dominion University

Michael J. Holst, University of California, San Diego

David M. Cooper, Lawrence Livermore National Laboratory

Gail Carpenter, Boston University

George Karypis, University of Minnesota

Sergei Nepomnyaschikh, Russian Academy of Sciences
Roy Hemker, University of California, Los Angeles
Wray Buntine, Ultimode Systems, LLC and UC Berkeley
E.Tina Cheng, University of California, Davis

Ramdas Ram-Mohan, Worcester Polytechnic Institute
Roger Wets, University of California, Davis

Glen Niebur, University of California, Berkeley

Charles Hansen, University of Utah

Mark Adams, University of California, Berkeley

Justin Wan, University of California, Los Angeles

Elmer Lewis, Northwestern University

November 6, 1998
November 5, 1998
November 4, 1998
October 29, 1998
October 22,1998
October 20, 1998
October 19, 1998
October 16, 1998
October 13, 1998
October 12,1998
October 6, 1998
October 5, 1998
October 1, 1998
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Visiting Faculty, Guests, Consultants, and Researchers

Visiting and Collaborating Professors

Jack Dongarra, University of Tennessee

Michael Holst, University of California, San Diego

David Keyes, Old Dominion University

Raytcho Lazarov, Texas A&M University

Cal Ribbens, Virginia Polytechnic Institute and State University
Jinchao Xu, Pennsylvania State University

Ytha Yu, California State University, Hayward

Participating Guests

Mark Adams, University of California, Berkeley
Marsha Berger, New York University

Marian Brezina, University of Colorado

George Byrne, Illinios Institute of Technology
David Dean, University of Colorado

John Fitzgerald, Lawrence Livermore National Laboratory (retired)
Kyle Gallivan, Florida State University

Bernd Hamann, University of California, Davis
Stanley Johnson, Lehigh University

Falko Kuester, University of California, Davis
Martin Lades, Gene Trace

David Larson, Bay Area Research Corporation
Andrea Malagoli, University of Chicago
Michael Minion, University of North Carolina
Joseph Pasciak, Texas A&M University

Elbridge Gerry Puckett, University of California, Davis
John Rice, University of California, Berkeley
Yousef Saad, University of Minnesota

Paul Saylor, University of Illinois

Jeffrey Scroggs, North Carolina State University
Daniel Wake, TMA, Inc.

Consultants

Nabil Adams, Rutgers University

Berni Alder, University of California, Professor Emeritus
Randolph Bank, University of California, San Diego

Leo Breiman, University of California, Berkeley

Harry Dwyer, University of California, Davis
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Consultants (continued)

Anne Greenbaum, University of Washington

Chuck Hansen, University of Utah

David Keyes, Old Dominion University

Heinz-Otto Kreiss, University of California, Los Angeles
Thomas Manteuffel, University of Colorado

Stephen McCormick, University of Colorado

Linda Petzold, University of California, Santa Barbara
Steve Schaffer, New Mexico Institute of Technology
Homer Walker, Worcester Polytechnic Institute

Postdoctoral Researchers

Erick Canti-Paz
Petri Fast

Raymond Fellers 11
Imola Fodor

Barry Lee

Brian J. Miller
Thomas Rutaganira
Leonid Tsap

University Collaborative Research Program Subcontractors

Scott Baden, University of California, San Diego
Abdul Barakat, University of California, Davis
Jackson Beatty, University of Califonia, Los Angeles
John Dawson, University of California, Los Angeles
Viktor Decyk, University of California, Los Angeles
Roy Hemker, University of California, Los Angeles
Warren Mori, University of California, Los Angeles
Linda Petzold, University of California, Santa Barbara
Fred Pollitz, University of California, Davis

Joachim Raeder, University of California, Los Angeles

LDRD Project Investigators

Peter Brown, LLNL Center for Applied Scientific Computing
Mark Duchaineau, LLNL Center for Applied Scientific Computing
Chandrika Kamath, LLNL Center for Applied Scientific Computing
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Students and Faculty

Department of Applied Science Faculty

Nelson Max
Garry Rodrigue

Department of Applied Science Students

Henry J. Alme

Paul Covello

Rebecca Mattson Darlington
Joseph Koning

Daniel Laney

Sean Lehman

David Miller

Tim Pierce

Jonathan Rochez
Subhasis Saha

Jay Salmonson

Jay E Thomas

Michael Everett Wickett

Visiting Students

Travis Austin, University of Colorado

Martin Bertram, University of California, Davis

Kathleen S. Bonnell, University of California, Davis
Thomas Brunner, University of Michigan

Timothy Chartier, University of Colorado

J. Kevin Durrenberger, California State University, Hayward
Daniel Ellis, Brigham Young University

Matt Giamporcaro, Boston University
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Visiting Students (continued)

Ana Iontcheva, University of California, Davis

Mark Jeunnette, University of Chicago

Chisup Kim, Texas A&M University

Matthew Knepley, Purdue University

Eric LaMar, University of California, Davis

Gary Lee, University of California, Berkeley

Scott Morris, University of Utah

David Nault, University of Cincinnati

Jason Perry, University of Kentucky

Bobby Philip, University of Colorado

Alexandru Pomeranz, University of California, Davis
Lyn Reid, University of Washington

Kevin Scully, University of California, Irvine

Alex Tamasan, University of Washington

Heidi Thornquist, Rice University

Ben Tobin, Northern Arizona University

Stanimire Tomov, Texas A&M University

Kevin Vlack, University of Illinois, Urbana—-Champaign
Christian Weiss, Technische Universitaet

Ludmil Zikatanov, Pennsylvania State University

National Physical Science Consortium (NPSC) Students

Lora Ballinger, University of Utah

Rachel Karchin, University of California, Santa Cruz
Imelda Kirby, University of Washington

Megan Thomas, University of California, Berkeley

Scalable Linear Solvers Workshop Leaders

Robert D. Falgout
Jinchao Xu

11






3 Institute for Scientific Computing Research

Fiscal Year 1999
Seminar Series

Abbstracts

(in reverse chronolosical order)

- Center for Applied
B Scientific Computing






Fiscal Year 1999 Seminar Series Abstracts

September 17, 1999

Dv: A Toolkit for Building Remote
Visualization Services

David O'Hallaron Carnegie Mellon University
droh@cs.cmu.edu

Abstract

The talk describes a toolkit being developed at Carnegie
Mellon, called Dv, for building remote visualization ser-
vices on computational grids. The long-range goal is
develop a general solution to the problem of providing
heavyweight Internet services—such as visualization, dat-
amining and advanced search engines—that require sig-
nificant computation in order to satisfy requests. Initially,
Dv is being used to produce a grid-enabled version of vtk
for visualizing the output of earthquake ground motion
simulations produced by the CMU Quake project.

The Dv toolkit is based on a form of mobile object, called
an active frame, that consists of Java and native applica-
tion data, a Java application program that describes the
visualization flowgraph, and a scheduler. Each node in
the flowgraph corresponds to a vtk routine. Active frames
are processed by active frame servers running on the grid.
Each server waits for an active frame to arrive, invokes
the scheduler to determine the portion of the flowgraph
to execute and the identity of the next host, executes that
part of the flowgraph using native vtk routines, constructs
an output frame, and sends it to the next host.

A remote Dv visualization consists of a series of active
frames that hop from server to server until they reach the
client for display. The idea is to provide a flexible and uni-
form framework for partitioning applications between
remote and local systems based on available computing
and communication resources, and for studying and
deploying application-level schedulers.

Speaker's web page: http://www.cs.cmu.edu/~droh
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September 13, 1999

Algorithms and Software for Sensitivity
Analysis and Optimal Control of Large-

Scale Differential-Algebraic Systems

Linda Petzold
petzold@engineering.ucsb.edu

Abstract

In recent years, as computers and algorithms for simula-
tion have become more efficient and reliable, an increas-
ing amount of attention has focused on the more compu-
tationally intensive tasks of sensitivity analysis and opti-
mal control. In this lecture we describe algorithms and
software for sensitivity analysis and optimal control of
large-scale differential-algebraic systems, focusing on the
computational challenges. We introduce a new software
package, DASPK3.0, for sensitivity analysis, and discuss
our progress to date on the COOPT software and algo-
rithms for optimal control which has been used success-
fully for a wide range of applications including spacecraft
trajectory optimization, manufacture of superconducting
thin films, and optimization of tissue engineering
processes. Results for applications will be described as
time permits.

Speaker's web page: http://eci2.ucsb.edu/mee/petzold

Institution web page: http://www.ucsb.edu

16
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Friday, September 10, 1999

A Graph Partitioning Approach for
Irregular Block Decomposition

Jarmo Rantakokko University of California, San Diego
jarmo@cs.ucsd.edu

Abstract

Irregular block decompositions arise in parallel imple-
mentations of structured adaptive mesh refinement
(SAMR) as well as in multiblock methods. In this talk we
consider the problem of how to efficiently cover and par-
tition an irregular domain arising in ocean modeling. The
boundary, i.e., the coastline, is irregular and there may be
disconnected islands within the domain. Our objective is
to eliminate as many land points as possible without
introducing high overhead costs, and to balance the
workloads evenly. A similar problem also arises in SAMR
where the flagged points cover regions of high error. We
have developed a partitioning algorithm based on spec-
tral graph decomposition, which includes tuning para-
meters for adjusting the granularity of partitioning, and
procedures for fine-tuning the partitioning with respect
to overhead costs and load imbalance.

We will discuss our algorithm in detail and compare it
with two basic partitioning methods, commonly used in
ocean modeling. Partitioning with our approach exhibit
low communication overheads and load imbalance. We
discuss performance results on ASCI Blue—Pacific and the
IBM-SP2 and derive an analytic performance model
which accurately predicts the running time of the appli-
cation.

Institution web page: http://www.ucsd.edu/

17
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September 7, 1999

Scientific Computing Tools for

3D Field Problems

Gundolf Haase and Ulrich Langer
ghaase@numa.uni-linz.ac.at

ulanger@numa.uni-linz.ac.at

Abstract

The 3D magnetic field problems are challenging not
only for their interesting applications in industry, but
also from the mathematical point of view. Usually, tech-
nical 3D magnetic field problems are characterized by
complicated interface geometries with potentially mov-
ing parts (e.g. rotating parts), large coefficient jumps,
non-linearities, singularities, and the necessity of calcu-
lating the exterior magnetic field. In practice, the aim of
the simulation is often the optimization of the magnetic
device we are dealing with. In order to handle such kind
of technical magnetic field problems, it is not sufficient
to have a fast Maxwell solver and an optimizer; a geom-
etry modeler, an advanced 3D mesh generator, mesh-
handling and refinement methods, parallelization tools,
and postprocessing tools including advanced visualiza-
tion techniques also are required.

We will present such pre- and postprocessing tools, spe-
cially adapted to the adaptive multilevel methods used in
the solver and the optimizer. Of course, the heart of our
magnetic field problem solver environment FEPP is an
adaptive multilevel Maxwell solver. In the magnetostatic
case, the Maxwell solver is based on special mixed varia-
tional formulations of the Maxwell equations and their
discretization by the Nédélec and Lagrange finite ele-
ments. Combining this with an adaptive nested multi-
level preconditioned iteration approach, we obtain an

18

Johannes Kepler University, Linz

optimal solver with respect to the complexity. This is con-
firmed by the results of numerical experiments for acade-
mical problems and real-life applications as well. We also
propose a concept for coupling finite elements with
boundary elements. Coupled finite and boundary element
schemes are well suited for problems where it is necessary
to take into account the exterior magnetic field.

For the parallelization, two different strategies have been
developed. The first approach uses a thread-based imple-
mentation that is especially suited for shared memory
parallel computers such as the ORIGIN 2000. It is highly
efficient if small numbers of processors are used. The
second concept is based on distributed data algorithms
and has been developed for massively parallel computers
and workstation clusters.

The algorithms developed are used for solving more chal-
lenging engineering problems including 3D transient
magnetomechanical problems.

More information on the problem solver environment
FEPP and on the presented results can be obtained from
the homepage http://www.sfb013.uni-linz.ac.at of the
special research project (SFB) “Numerical and Symbolic
Scientific Computing” that is supported by the Austrian
Science Foundation (FWF).



Fiscal Year 1999 Seminar Series Abstracts

September 3, 1999

Intelligent Miner and the
Data Mining Challenge

Balakrishna Iyer IBM Santa Theresa Labs
balaiyer@us.iom.com

Abstract

The decreasing cost of computation allows for significant
amounts of computing to solve problems previously
unaddressed or addressed by other means. The decreased
cost of communications bandwidth, and standardization
of communications protocols, have made it possible to
transport vast amounts of remotely stored/generated
data. The decreased cost of storage makes it possible to
collect/store/replicate more data.

The defeat of the world's best chess player by a computer,
although controversial, is a landmark in data analysis.
Intelligent Miner is a toolkit to help data analysts. It has
been used successfully to spot fraud in the health sector
and to predict financial trends. The talk will describe the
toolkit, the kernel algorithms in the toolkit, and the data
transformation function it offers.

19



E Institute for Scientific Computing Research

L

August 26, 1999

Recent Dynamic Scheduling Strategies
for Scientific Computing

Ioana Banicescu
joana@cs.msstate.edu

Abstract

Scientific problems are large, irregular, and result in com-
putationally intensive applications. Although many scien-
tific applications are amenable to parallel execution, high
performance is difficult to obtain due to load imbalance,
one of the essential performance degradation factors.
Load imbalances result from problem, algorithmic, and
systemic characteristics. Recently, a number of dynamic
scheduling schemes have been proposed and imple-
mented in scientific applications. Some of these schemes
(factoring, fractiling, weighted factoring, factoring with
adaptive weights) are based on a probabilistic analysis
and thus, they accommodate load imbalances caused by
predictable phenomena, such as irregular data, as well as
unpredictable phenomena, such as data-access latency
and operating system interference.

Factoring and fractiling were successfully implemented in
Monte-Carlo simulations and N-Body simulations,
respectively. Weighted factoring and factoring with

20

Mississippi State University

adaptive weights also proved to be cost-effective in com-
putational field simulations using unstructured and
adaptive grids. In this talk, I will report on our experi-
ments with these techniques on IBM-SP2 and a
SuperMSPARC. Performance of simulation codes was
improved by as much as 52%. This improvement under-
scores the need for scheduling schemes that accommo-
date load imbalances due to application as well as system
induced variances.

Future work will be dedicated to extensions of these
methods, and to new techniques that could improve per-
formance of scientific applications on parallel and dis-
tributed architectures.

Speaker's web page: http://www.cs.msstate.edu/~ioana

Research web page:
http://www.erc.msstate.edu/~bilderba/research.html
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Ausgust 25, 1999

Scientific Visualization in ... Python?

Valerio Pascucci
pascucci@cs.utexas.edu

Abstract

Scientific visualization systems have a special need for
the integration of many heterogeneous modules to per-
form numerical computations, large data management,
graphics and client server communication among diverse
platforms over the net.

A scripting language such as Python seem to encom-
pass several interesting characteristics that are useful in
the development of a scientific visualization system,
especially in an experimental environment where con-
tinuous changes to several modules are developed and
integrated independently. The missing element that I
have been working on is a simple light-weighted visual-
ization framework called "ndVP" in which the integra-
tion of independently developed modules becomes a
trivial task. The system is designed to take full advan-
tage of the Python flexibility, robustness and portability
including the possibility of being modified/extended at
runtime. Following the Python philosophy, the visual-
ization framework proposed here involves a small ker-
nel based on few basic classes: Groups, Models and

21

University of Texas, Austin

Display Windows. All the rest will grow as a set of
external modules.

After an overview of the ndVP system I will present the
details of a new isocontouring algorithm called
Progressive Isocontouring that I have been developing as
an extension module of ndVP. The Progressive
Isocontouring is an isocontouring that incrementally
builds a multiresolution representation of an isocontour.
Progressive Isocontouring generates a data-structure that
is consistent (valid mesh representation, no cracks, ...) at
any time so that partial results can be displayed at any
intermediate stage during its evaluation. In the ndVP sys-
tem the Progressive Isocontouring algorithm has been
tested using independent threads for contour evaluation
and contour visualization. The visualization thread
accesses the data-structure that the evaluation thread is
building and performs the redraw action at regular inter-
vals. If a request for a new isocontour is issued the main
process terminates the isocontour computation thread
and starts a new one.
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August 24, 1999

A Multigrid Method Enhanced by
Krylov Subspace Iteration for Discrete
Helmholtz Equations

Howard Elman University of Maryland
elman@cs.umd.edu

Abstract

Standard multigrid algorithms have proven ineffective for
the solution of discretizations of Helmholtz equations. In
this work we modify the standard algorithm by adding
GMRES iterations at coarse levels and as an outer itera-
tion. We demonstrate the algorithm's effectiveness
through theoretical analysis of a model problem and
experimental results. In particular, we show that the com-
bined use of GMRES as a smoother and outer iteration
produces an algorithm whose performance depends rela-
tively mildly on wave number and is robust for normal-
ized wave numbers as large as 200. For fixed wave num-
bers, it displays grid-independent convergence rates and
has costs proportional to number of unknowns.

Speaker's web page: http://www.cs.umd.edu/~elman/
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Ausust 20, 1999

Interactive Visualization of Medical
and Biological Data Sets

Joerg Meyer University of California, Davis
jmeyer@ucdavis.edu

Abstract

Interactive visualization of large medical and biological
data sets requires advanced techniques in image process-
ing and data reduction. We have designed a platform-
independent rendering system that allows the user to
interact with an object on a screen with no delay, i.e., in
the same way as he or she would handle an object in the
real world. The system provides a user-friendly user
interface and a pipeline architecture that maintains
interactive behavior indpendent from the amount of
data, which must be processed at a given time frame.

We describe an interactive rendering system that uses
hierarchical, multiresolution representations of the data
set, and scalable rendering algorithms. The system, called
InVIS, is designed to always guarantee a certain frame
rate by introducing a time-control unit.

The rendering pipeline accepts input data from CT or
MRI scanners, confocal laser scanning microscopes, CAD
systems, and other imaging techniques. A flexible import
module makes it easy to customize the system and adapt
it to user-specific needs. Due to hierarchical refinement,
the system ensures interactive response at any time. The
rendering stage is based on OpenGL, which makes it eas-
ily portable to different hardware platforms. Ongoing
research focuses on large and time-variant data sets.
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Topological Vector Field Visualization
with Clifford Algebra

Gerik Scheuermann University of California, Davis
scheuer@ucdavis.edu

Abstract

Topology is an important tool for the analysis of vector
fields. In the talk, it will be shown that Clifford algebra
can help in finding features such as non-linear critical
points. Clifford algebra is a mathematical model extend-
ing the usual vector space description of geometry by a
multiplication of vectors. A description will be given only
to enable understanding the visualization results.

In a second part, the effect of a triangulation on the com-
plexity of interpolated flows is analyzed, as are the ways
in which this complexity can be reduced by simple
changes in the grid connectivity. The complexity here is
just the number of critical points in the flow. Its depen-
dence on the triangulation is used to define a data-
dependent triangulation that reduces this number by
flipping edges. This can also be used for the triangulation
of curvilinear grids.

The last part shows the topological results from using C1-
interpolation as vector field model. It will be demonstrat-
ed that a higher order interpolation enhances the local
topology extraction compared to linear methods.
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Ausgust 17, 1999

Reduction of NOx In Lean Exhaust
by Selective NOx-Recirculation
(SNR-Technigue) and an Outlook to
the Progress in Soot Modeling

for Engines

Petra Stapf Daimler Chrysler AG
petra.stapf@daimlerchrysler.com

Abstract

The Selective NOx-Recirculation Technique (SNR-
Technique)is a new NOx aftertreatment system for lean-
burn gasoline and diesel applications. The objective of
SNR is NOx removal from lean exhaust gas by NOx
adsorption and subsequent selective external recircula-
tion and decomposition of NOx in the combustion
process. The SNR project is composed of two major
parts. First is the development of NOx adsorbents that
are able to store large quantities of NOx in lean exhaust
gas, and second is the NOx decomposition by the com-
bustion process.

A recent soot-formation model using detailed chemistry
was modified for high pressure applications. Since the
required computing times do not allow a direct imple-
mentation in engine codes, the soot model was incorpo-
rated into a dedicated group combustion model to
assess its performance under high-pressure conditions.
The combined model is capable of mimicking the
microscopic details of combustion and pollutant forma-
tion in diesel engines.
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A Parallel, Block, Jacobi—Davidson
Implementation for Solving Large
Eigenproblems on Coarse-Grain

Environments

Andreas Stathopoulos
andreas@cs.wm.edu

Abstract

Iterative methods often provide the only means of solving
large eigenvalue problems. Their block variants converge
slowly but they are robust, particularly in the presence of
multiplicities. Preconditioning is often used to improve
convergence. Yet, for large matrices, the demands posed
on the available computing resources are huge.

Clusters of workstations and SMPs are becoming the
main computational tool for many scientific and engi-
neering groups. In these environments, high communica-
tion costs suggest coarse grain implementations of itera-
tive methods.

We have combined the block and preconditioning func-
tionalities into a parallel implementation of a block
Jacobi-Davidson method. We combine a fine-grain itera-
tive scheme with the coarse grain capability that each
processor can precondition different eigenpairs. We out-
line the design and present some timings and conver-
gence results on a small workstation cluster and on a
SUN Enterprise.

Speaker's web page: http://www.cs.wm.edu/~andreas/

26

College of William and Mary



Fiscal Year 1999 Seminar Series Abstracts

July 26, 1999

The Computation of Bounds for
the Norm of the Error in the
Preconditioned Conjugate
Gradient Method

Gerard Meurant Commissariat a I'énergie atomigque
me